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ABSTRACT 23 

 24 

We use multivariate output from a hydrodynamic model of the Gulf of Alaska (GOA) to explore 25 

the covariance among its physical state and air/sea fluxes. We attempt to summarize this coupled 26 

variability using a limited set of patterns, and examine their correlation to three large-scale 27 

climate indices relevant to the Northeast Pacific. This analysis is focused on perturbations from 28 

monthly climatology of the following attributes of the GOA: sea surface temperature, sea surface 29 

height, mixed layer depth, sea surface salinity, latent heat flux, sensible heat flux, shortwave 30 

irradiance, net long wave irradiance, currents at 40m depth, and wind stress. We identified two 31 

multivariate modes, both substantially correlated with the Pacific Decadal Oscillation (PDO) and 32 

Multivariate El Nino (MEI) indices on interannual timescales, which together account for ~30% 33 

of the total normalized variance of the perturbation time series. These two modes indicate the 34 

following covarying events during periods of positive PDO/MEI: 1) anomalously warm, wet and 35 

windy conditions (typically in winter), with elevated coastal SSH, followed 2-5 months later by 36 

2) reduced cloud cover, with emerging shelf-break eddies. Similar modes are found when the 37 

analysis is performed separately on the eastern and western GOA; in general, modal amplitudes 38 

appear stronger in the western GOA.  39 

 40 

1. Introduction 41 

 42 

1.1. Overview of the GOA 43 

The coastal Gulf of Alaska (GOA) supports major marine resources, and is governed by unique 44 

physical dynamics which include: substantial tidal mixing; strong eastern and western boundary 45 

currents; seasonal downwelling circulation; along-canyon transport; intermittent cross-shelf 46 
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transport by eddies; upwelling via wind stress curl (Stabeno et al. 2004, Stabeno et al. this issue-47 

a,b). Janout et al. (2010) described anomalous ocean cooling events in the GOA during 2006-48 

2008, their formation by winter air-sea heat flux, and their modulation by runoff, winds, and 49 

other factors. Janout et al. (2013) elaborated on these findings with a climatological average heat 50 

budget at the northern head of the GOA, based on oceanographic and atmospheric data and 51 

reanalyses. They emphasized the importance of the Alaska Coastal Current (ACC) in 52 

replenishing the oceanic heat lost to the atmosphere each year in the GOA, and concluded that 53 

nearshore regions experience greater wintertime heat loss than the middle and outer shelves.  54 

 55 

1.2 Goals of this analysis 56 

Here we explore the physical dynamics of the GOA, including air-sea fluxes, as part of the Gulf 57 

of Alaska Integrated Ecosystem Program (GOAIERP). The GOAIERP is a vertically integrated 58 

field and modeling study of the physics, lower trophic level and fish dynamics of the GOA. The 59 

overarching goal of the program is to identify the primary physical and biological factors 60 

contributing to successful recruitment of five commercially and ecologically important 61 

groundfish species (Pacific cod, pollock, Pacific ocean perch, sablefish, and arrowtooth 62 

flounder). A primary hypothesis is that recruitment is largely determined by interannually-63 

varying barriers to survival during early life stages - specifically, the “gauntlet” that larvae must 64 

overcome to reach juvenile nursery grounds.  To help address this issue, we consider whether the 65 

physical dynamics of the GOA as a whole, or subregions thereof, can be broadly classified into a 66 

small number of spatiotemporal modes with strong interannual variance. We further consider 67 

whether such modes correlate to larger-scale patterns of the wider North Pacific. 68 

 69 
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To this end, using multivariate EOF analysis, we have examined a suite of physical variables 70 

from regional circulation model output (~10 km horizontal resolution), including air-sea flux of 71 

heat and momentum based on the atmospheric forcing fields and the evolving oceanic state. We 72 

examine the covariance structure of these fields, in order to summarize the combined physical 73 

state of the GOA using a limited set of spatial/temporal patterns. We compare the temporal 74 

evolution of those structures with the temporal amplitude of three large-scale 75 

atmospheric/oceanic patterns (“climate indices”) that are generally considered to impact the 76 

GOA. Ultimately this may help GOA researchers to interpret the biological variability of the 77 

GOA, as the ecosystem experiences these coupled multivariate physical phenomena. 78 

 79 

The large-scale patterns chosen for comparison were the Multivariate ENSO Index (MEI) 80 

(Wolter and Timlin 1993, 1998), the Pacific Decadal Oscillation (PDO) (Mantua et al. 1997) and 81 

the North Pacific Gyre Oscillation (NPGO) (DiLorenzo et al. 2008). The spatial pattern of the 82 

PDO in particular has strong amplitude along the coastal Northeast Pacific (Mantua et al. 1997), 83 

and has been cited in numerous biological studies. In the GOA itself, many studies have 84 

suggested a link between the interannual variability of Sitka eddies and ENSO. Downwelling 85 

coastal Kelvin waves excited by ENSO (Melsom et al., 1999; Murray et al., 2001) as well as 86 

atmospheric teleconnections with the tropics (Melsom et al., 2003; Okkonen et al., 2001) 87 

contribute to interannual mesoscale variability in the eastern GOA (Hermann et al., 2009). The 88 

NPGO represents a simultaneous (positively correlated) variation of the subtropical gyre (which 89 

includes the California Current system) and the subpolar gyre (which includes the Alaska 90 

Current) of the Northeast Pacific. It has been shown to correlate with low-frequency fluctuations 91 



 5 

in salinity and nutrients at Line P (DiLorenzo et al., 2009), which is located southeast 92 

(“upstream”) of the GOA (see Fig. 1). 93 

 94 

Our analysis is focused on perturbations from monthly climatology of the following attributes of 95 

the GOA: sea surface temperature, sea surface height, mixed layer depth, sea surface salinity, 96 

latent heat flux, sensible heat flux, shortwave irradiance, net long wave irradiance, currents at 97 

40m depth, and wind stress (see Table 1). Some of these variables are available directly from 98 

observations for limited time periods and location, or derivable from observations using bulk 99 

flux algorithms, as in Janout et al. (2013). However, our multivariate analysis requires a self-100 

consistent, uniformly gridded set of atmospheric and oceanic properties at scales finer than those 101 

typically available from global ocean reanalyses, and ideally spanning multiple decades for all 102 

variables. Lacking ready access to a fine-scale, multidecadal, data-assimilating, two-way coupled 103 

air-sea simulation for the GOA, we instead utilized output from a regional model with ~10 km 104 

horizontal resolution spanning the GOA, driven by a global atmospheric reanalysis. We 105 

recognize that this approach excludes both direct feedback of the ocean on the atmosphere, and 106 

likewise excludes mesoscale atmospheric features such as gap winds which have been shown to 107 

impact GOA circulation (Ladd and Cheng, this issue; Ladd et al., this issue). Despite these 108 

shortcomings, our chosen method benefits from a consistent oceanic hindcast at sufficiently fine 109 

scale to resolve most of the energetic features of the GOA, including: the Alaska 110 

Current/Alaskan Stream system, the Alaskan Coastal Current, and the formation and detachment 111 

of shelf-break eddies at ~200 km scale (Stabeno et al., 2004). Impacts of the specific model 112 

configuration on our results are discussed further in Section 4.  113 

 114 

2. Methods 115 
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 116 

2.1 The hydrodynamic model 117 

We performed the multivariate analysis on output from an existing regional model spanning the 118 

GOA during 1970-2005 (Fig. 1). This model is an implementation of the Regional Ocean 119 

Modeling System (ROMS) for the Northeast Pacific (NEP-5) described by Danielson et al. 120 

(2012). ROMS is a sigma-coordinate model with curvilinear horizontal coordinates; a description 121 

of basic features and implementation can be found in Haidvogel et al. (2008) and Shchepetkin 122 

and McWilliams (2005). The NEP-5 grid has approximately 10 km horizontal resolution, with 60 123 

vertical levels. Fine-scale bathymetry is based on ETOPO5 and supplementary datasets as 124 

described in Danielson et al. (2012); smoothing of that bathymetry was utilized for numerical 125 

stability. Any regions shallower than 10m were set to be 10m deep. Mixing is based on the 126 

algorithms of Large et al. (1994). Both ice (Budgell, 2005) and tidal dynamics are included in 127 

this model; the explicit inclusion of tidal flows allows tidally-generated mixing and tidal residual 128 

flows to develop. Freshwater runoff was applied by freshening of the salinity field within a few 129 

gridpoints of the coastline, using the climatology of Dai et al. (2009). Bulk forcing, based on 130 

algorithms of Large and Yeager (2009), were used to relate winds, air temperature, relative 131 

humidity, and downward shortwave and longwave irradiance to surface stress and the net 132 

transfers of sensible heat, latent heat, net shortwave and net longwave irradiance through the sea 133 

surface. The Common Ocean Reference Experiment reanalysis (CORE; Large and Yeager, 2008) 134 

was utilized for atmospheric forcing during the hindcast years. Use of this product suggests that 135 

we will resolve large-scale interannual variability, as the ocean model is driven by interannually 136 

varying observed winds and temperatures. We will incompletely resolve the details of mesoscale 137 

eddies, as we do not explicitly assimilate ocean data at those scales; however, we can reasonably 138 
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expect to capture the statistics of these eddies between years, as they are influenced by the 139 

larger-scale fields. 140 

 141 

Extensive comparisons of NEP-5 results with data for the Bering Sea are described in Curchitser 142 

et al. (2010), Danielson et al. (2011) and (with a slightly modified version) in Hermann et al. 143 

(2013, 2015). These comparisons exhibited good agreement with ice cover, tidal velocities and 144 

subsurface temperature data (Danielson et al. 2011), as well as multiannual moored temperature 145 

and salinity data (Hermann et al. 2013) and broad-scale hydrographic surveys (Hermann et al. 146 

2015). Comparisons of a previous version of this model (NEP-4) with data in the Gulf of Alaska 147 

are described in Parada et al. (this issue). This comparison demonstrated good correspondence of 148 

a model-derived climatology of velocities at 40m depth with an equivalent climatology derived 149 

from drogued drifter data (Stabeno et al., this issue-a).  150 

 151 

Ocean dynamics relevant to the present study include the formation of mesoscale eddies at the 152 

shelf break, and their subsequent migration offshore (e.g. Ladd et al., 2007). One measure of 153 

eddy strength and frequency is eddy kinetic energy (EKE); as in Ladd (2007), we define this as 154 

one-half the average squared surface geostrophic velocity anomaly (where that anomaly is 155 

calculated relative to the long-term mean value at each location). Coyle et al. (2014) reported 156 

how the EKE field derived from the NEP-5 model over a 5-year period compared to that derived 157 

from altimeter data. They found that broad features of the model EKE climatology were similar 158 

to data, but at reduced amplitude. The modeled EKE time series exhibited only modest 159 

correlation with the observations for the period 2001-2005, when comparing spatial averages 160 

over three localized (~100x100 km) sites of observed EKE maxima. In the present study we 161 

compare modeled with observed EKE after spatially averaging over a larger domain, 139W- 162 
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136W and 56.5N-58N (~200x200 km; Fig. 1). The altimeter data were obtained as described in 163 

Ladd (2007). We exclude all areas shallower than 200m, and utilize the full overlapping period 164 

of NEP-5 with altimeter data (1993-2005). The chosen domain, located just offshore of Sitka 165 

Island, spans a site where GOA eddies frequently form and detach, is large enough to 166 

accommodate a single shelf-break eddy at their typical 200-km diameter (Ladd et al., 2007), and 167 

allows for slight differences in the formation site between the model and data. The resulting EKE 168 

time series, as well as the raw perturbation SSH from the model and data, are used to assess the 169 

ability of NEP-5 to capture the formation and detachment of shelf-break eddies in the GOA, in 170 

particular during the 1997-1998 El Nino. 171 

 172 

2.2 The multivariate EOF analysis 173 

For the statistical analysis of model output, we utilized the method of Coupled Principal 174 

Components Analysis (Bretherton et al., 1992). Application of this method to biophysical model 175 

output for the Bering Sea has been described in Hermann et al. (2013). Essentially this constructs 176 

EOFs from a collection of multivariate time series at the same gridded locations; hence it is a 177 

hybrid of univariate EOFs and multivariate Principal Component Analysis. Typical biological 178 

use of Principal Components looks for coupled modes of variability in multivariate samples 179 

(these may be time series or just scattered samples in space and time), while the typical physical 180 

use of Empirical Orthogonal Functions (EOFS) looks for spatial structure of a single variable. 181 

Here, we use multivariate EOFs (space/time/variable) to extract coupled modes that vary through 182 

time. Note that the spatial patterns may differ among the different variables. For example, we 183 

may look for modes which simultaneously entail a rise in near-coastal SSH with a temporally 184 

correlated (but spatially distinct) rise in SST. In each case we normalize the time series (divide 185 

by a standard deviation) prior to the analysis, separately using each variable’s standard deviation 186 
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calculated over all space and time. As a result, all variables are unit-less and contribute equally to 187 

the analysis. Use of the spatially averaged standard deviations ensures that each variable retains 188 

its spatially-modulated time variability, e.g. a stronger signal along the coast than in the deep 189 

basin. In the EOF calculation, spatial patterns for each variable are calculated using these 190 

normalized time series; the resulting patterns are subsequently multiplied back by the appropriate 191 

standard deviation to recover the original units.  192 

 193 

Mathematically, the procedure operates as follows: 194 

Consider a collection of L variables (V(l), l=1..L) at N discrete spatial locations (xk, k=1..N) for 195 

which we have monthly mean values over P years (ttyr,mo, yr=1..P, mo=1..12) 196 

1) Calculate the climatological monthly values from the original series for each variable V(l,x,t) 197 

at each location over P years:      198 

𝑉!" 𝑙, 𝑥 = 𝑉
!

!"!!

𝑙, 𝑥, 𝑡!",!" /𝑃 

2) Subtract the climatological means to obtain the monthly anomalies for each variable with zero 199 

mean 200 

𝑉𝑝𝑒𝑟𝑡 𝑙, 𝑥, 𝑡!",!" = 𝑉 𝑙, 𝑥, 𝑡!",!" − 𝑉!" 𝑙, 𝑥  

3) Normalize by the standard deviation of the monthly anomalies for each variable, where the 201 

variance is calculated over all space and time: 202 

〈𝑉𝑝𝑒𝑟𝑡(𝑙)〉 = (𝑉𝑝𝑒𝑟𝑡
𝑁

𝑘=1

12

𝑚𝑜=1

𝑃

𝑦𝑟=1
(𝑙,𝑥𝑘, 𝑡𝑦𝑟,𝑚𝑜))

2/(12 𝑃 𝑁) 

 203 

𝑉𝑛𝑜𝑟𝑚 𝑙, 𝑥, 𝑡 =  𝑉𝑝𝑒𝑟𝑡 𝑙, 𝑥, 𝑡 / 〈𝑉𝑝𝑒𝑟𝑡(𝑙)〉1/2 
  204 
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4) Calculate the covariance matrix using the normalized anomalies Vnorm(l,x,t). There are now 205 

LN time series, each of length 12P 206 

 207 

5) Derive the EOFs (spatial modes for each of the variables and corresponding time series) from 208 

the covariance matrix. This is a reconstruction of the original series using orthogonal functions 209 

of space/variable (l,x) and time (t) : 210 

𝑉𝑝𝑒𝑟𝑡 𝑙, 𝑥, 𝑡 =  (𝑋1 𝑙, 𝑥 𝑇1 𝑡 +  𝑋2 𝑙, 𝑥 𝑇2 𝑡 +⋯ ) 

 211 

6) Multiply the resulting EOFs by the standard deviation to recover the original units of each 212 

variable: 213 

 𝑉 𝑙, 𝑥, 𝑡 = 〈𝑉𝑝𝑒𝑟𝑡(𝑙)〉1/2 (𝑋1 𝑙, 𝑥 𝑇1 𝑡 +  𝑋2 𝑙, 𝑥 𝑇2 𝑡 +⋯ ) 214 

 215 

The multivariate spatial modes X are then plotted so as to highlight the amplitude relative to the 216 

standard deviation of each variable. Finally, the amplitude time series T for each mode are 217 

compared with large-scale indices of the Northeast Pacific: the Multivariate ENSO Index (MEI) 218 

(Wolter and Timlin 1993, 1998; http://www.esrl.noaa.gov/psd/enso/mei/), the Pacific Decadal 219 

Oscillation (PDO) (Mantua et al. 1997; http://jisao.washington.edu/pdo/) and the North Pacific 220 

Gyre Oscillation (NPGO) (DiLorenzo et al. 2008; http://www.o3d.org/npgo/). It bears 221 

mentioning that each of these indices is also derived from multivariate or univariate EOFs. The 222 

MEI is the time series of a multivariate EOF, based on the six main observed variables over the 223 

tropical Pacific (sea-level pressure, zonal and meridional surface winds, sea surface temperature, 224 

surface air temperature; total cloudiness fraction of the sky). A primary spatial feature captured 225 

by this index is enhanced SST along the equatorial Pacific, extending up along the west coast of 226 
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North America. The PDO is the leading principal component of North Pacific monthly sea 227 

surface temperature anomalies; the spatial pattern of the PDO entails higher SST along the 228 

coastal Northeast Pacific, with a corresponding lower SST in the deep basin. The NPGO is the 229 

second principal component of NE Pacific sea surface height anomalies, and represents a 230 

simultaneous (positively correlated) variation of the subtropical gyre (which includes the 231 

California Current system) and the subpolar gyre (which includes the Alaska Current/Alaskan 232 

Stream) of the NE Pacific. 233 

 234 

Any number of variables could be chosen for such a multivariate analysis. Here, we wish to 235 

include the primary drivers of physical variability in the region, and the dominant response to 236 

those drivers, using only two-dimensional fields. For this purpose we include: sea surface height 237 

(SSH), temperature (SST) and salinity (SSS); mixed layer depth (SBLD); the four components of 238 

surface heat flux: latent (LATEN), sensible (SENSI), net shortwave (SW) and net longwave 239 

(LW); eastward and northward surface wind stress (USTRESS, VSTRESS); eastward and 240 

northward velocity at 40 m depth (U, V). The 40 m sampling of velocity is chosen to be deep 241 

enough to consist primarily of quasi-geostrophic flows, rather than surface wind drift; it also 242 

corresponds to numerous measurements of velocity in the GOA (Stabeno et al., this issue-a). 243 

These analysis variables are summarized in Table 1. 244 

 245 

In many applications of univariate EOF analysis, two closely-related space and time series can 246 

indicate a propagating signal. Our particular EOF decomposition is of the form 247 

 248 

Vpert(l,x,t) = X1(l,x)T1(t) + X2(l,x)T2(t) +……. 249 

 250 
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In the standard univariate case, EOF analysis can, in principle, identify a propagating wave via 251 

“fixed” spatial and temporal patterns, according to algebraic equivalence such as: 252 

 253 

sin(kx-wt) = sin(kx)cos(wt) – cos(kx)sin(wt)  254 

 255 

In the multivariate case with L variables, the x can be thought of as replaced by a vector xl. This 256 

can reveal multivariate processes which are offset in space, time, or both space and time (as in 257 

the case of propagating waves). 258 

 259 

2.3 Comparison with climate indices 260 

For most of our comparisons between 35-year (1970-2005) EOF time series and corresponding 261 

climate time series,  we calculate 12-month running means from the raw monthly values. After 262 

checking for normality, we calculate Pearson’s r to test for a linear relationship between the 263 

series. Based on observed autocorrelations in the series we assume 30 degrees of freedom - that 264 

is, we assume each year is a nearly independent sample, with some allowance for autocorrelation 265 

among years. With this assumption, the 10, 5, 1, and 0.1 percent significance levels for a two-266 

tailed t-test of r being significantly different from zero (our null hypothesis) are |r| >  0.30, 0.35, 267 

0.41 and 0.45, respectively (for example, we can be 90% confident we are not obtaining a value 268 

of 0.30 for r purely by chance). 269 

 270 

3. Results 271 

 272 
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We begin by considering the full domain of the Gulf of Alaska, and look for dominant variables 273 

and patterns in each mode. In this analysis, reference to a “strong” signal for a particular variable 274 

indicates that it has substantial magnitude relative to the standard deviation of that variable. A 275 

“weak” signal for a particular variable and location hence indicates that very little of the total 276 

variance in the original time series was explained by that mode. Our convention will be to 277 

describe the perturbation associated with the positive phase of that mode (that is, during positive 278 

values of the time series T). Since we are looking for coupling across variables, we limit our 279 

focus to those multivariate modes which explain more collective variance than is explained by 280 

any single variable. Since we have 12 variables total, this means we should consider only those 281 

modes which explain at least 8.5% of the total variance in our LN normalized time series. For the 282 

full domain, eastern GOA, and western GOA analyses, we describe only the first two modes; all 283 

others explained less than 10% of the total variance.  284 

 285 

3.1. Annual mean spatial patterns 286 

We begin with a summary of the climatological spatial patterns (long-term means) for each of 287 

the quantities being analyzed (Figs. 2,3). Sea surface height (SSH, 2a) is higher along the coast, 288 

in concert with the Alaskan Current/Alaskan Stream system, which intensifies in the western 289 

GOA. Sea surface temperature (SST, 2b) indicates a tongue of warm water advected from the 290 

south, with appreciable signal present all the way around the perimeter of the GOA to 160W. Sea 291 

surface salinity (SSS, 2c) reflects the input of freshwater all along the GOA coastline, with 292 

strongest input near the outflow of the Copper River. Mixed layer depth (SBLD, 2d) is deepest in 293 

the mid-shelf region of the western GOA, both east and west of Kodiak Island. It is shallowest at 294 

the northern head of the GOA, beyond the shelf break (note this is not the center of the subarctic 295 

gyre, which in fact lies to the south of the analysis domain). Latent heat loss (LATEN, 2e) is 296 
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greatest offshore of the shelf break, and a slight latent heat gain is indicated for very nearshore 297 

regions. Both sensible (SENSI) and longwave (LW) heat flux losses are greatest along the shelf 298 

and near the northern head of the GOA (2f, 2g). Shortwave heat gain (SW, 2h) is greatest in the 299 

western GOA, to the southwest of Kodiak Island, and smallest offshore of the shelf break at 300 

143W. Wind stress (USTRESS, VSTRESS, 3b) is strongest in the eastern GOA along the shelf, 301 

and weakest in the western GOA southwest of Kodiak Island. The mean currents at 40m (U, V, 302 

3a) indicate the Alaska Current – Alaskan Stream (AS) system, with strongest flow along the 303 

shelf break in the western GOA. A deflection away from the shelf in the northeast GOA near 304 

Yakutat AK corresponds a favored site for shelf break eddy formation (Ladd et al. 2005, 2007). 305 

The ACC is present although not highly resolved in this 10 km model, and as observed in data is 306 

weak relative to the AS (Stabeno et al this volume). 307 

 308 

3.2. Individual variable EOFs 309 

As a preliminary to the full multivariate analysis (and as a self-consistency check on those 310 

results) we consider the first mode of variability when EOFs are calculated separately for each of 311 

the component variables of Vpert (Figs. 4-6) The leading modes for SSH (4a), SBLD (4d), 312 

LATEN (4e), and LW (4g) bear a resemblance to the mean patterns for those variables, while the 313 

leading modes for SST (4b), SSS (4c), SENSI (4f) and SW (4h) are markedly different. The first 314 

modes for SST and SENSI exhibit little spatial variance; SSS has its highest amplitude in 315 

shallow enclosed regions (where ice is also sometimes formed), and SW has greatest amplitude 316 

just southeast of Kodiak Island. The first mode of U, V (6a) is greatest in the northeastern GOA. 317 

The first mode of wind stress (6b) has greatest amplitude in the western GOA. Essentially all of 318 

these univariate modes are uniform in sign, that is, all locations rise or fall together (but with 319 

varying amplitude). Modes for SST, LATEN, SENSI, LW, SW, and wind stress all explain in 320 
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excess of 50% of the variance for each of those variables, while the modes for U, V explain the 321 

least (8%). 322 

 323 

The time amplitudes of these modes are plotted together with our selected climate indices in 324 

Figs. 5-6. In general there is highest correlation with the PDO, followed by the MEI. The NPGO 325 

is only modestly correlated with any of the univariate modes (r = -0.25 for SST, p>0.1) (5b).   326 

The strongest correlations are found between SST vs. PDO (0.78, p<.01) (5b) and east-west wind 327 

vs. PDO (0.71, p<.01) (6d). Note the zero values in the perturbation time series for SW prior to 328 

1983 (5h); this reflects the lack of data to assimilate (and hence use of climatology) for SW in 329 

the CORE reanalysis during those years. A summary of the variance explained by univariate 330 

modes, along with the r-values for each of the climate indices, is presented in Table  2. 331 

 332 

3.3. Multivariate EOFs 333 

We now consider the full multivariate analysis using all of the variables in Table 1 together. 334 

When the entire GOA is considered, the first two multivariate modes for Vpert explain 16 and 335 

12 percent of the total variance, respectively. The higher modes explain less than 8 percent of the 336 

total variance each, and are not considered further here. 337 

 338 

The first multivariate mode (Figs. 7-8) entails higher SSH near the coast (7a), higher SST 339 

everywhere (7b), lower SSS on the shelf (7c), deeper mixed layer SBLD in the eastern gulf and 340 

shallower SBLD in the western gulf (7d), decreased latent heat loss LATEN in the western gulf 341 

(7e) (that is, a positive perturbation on the latent heat term, which we defined as negative for heat 342 

flux out of the ocean), slightly decreased sensible heat loss SENSI (7f), decreased net longwave 343 

heat loss LW (7g), and increased northwestward wind stress, especially in the western GOA 344 
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(8b). Shortwave heat input SW (7h) and ocean velocities at 40m depth (8a) are relatively 345 

unchanged in this mode. 346 

 347 

The second multivariate mode (Figs. 9-10) entails higher SSH beyond the shelf break (9a), 348 

enhanced SST throughout the GOA (9b), lower SSS on the shelf (9c), deeper SBLD in the 349 

eastern GOA (9d), enhanced latent heat loss in the basin (9e), enhanced sensible heat loss 350 

everywhere (9f), and enhanced shortwave heat input (9h). Neither longwave heat flux (9g) nor 351 

winds (10b) nor ocean velocities at 40m (10a) exhibit any significant signals in this mode. 352 

 353 

The 12-month low-passed time amplitudes of modes 1 and 2 (Figs. 8c and 10c, respectively) 354 

both exhibit a significant correlation with the PDO (r = 0.70 and 0.70, respectively, p<.01) and 355 

the MEI (r = 0.48 and 0.53, respectively, p<.01), but no significant correlation with the NPGO (r 356 

= .07 and -.17, respectively). Weaker correlations (but a similar pattern for PDO vs. MEI vs. 357 

NPGO) are found when the 12-month filter is not applied (not shown). The two modes are 358 

distinguished by their phasing with respect to those climate indices. Coherence analysis 359 

demonstrates that the two series are most consistently coherent at super-annual frequencies, with 360 

a gradually increasing phase shift (mode 1 leads mode 2) from lower to higher frequency (Fig. 361 

11a). This suggests a lagged correlation. Mode 1 is broadly coherent with the PDO at low 362 

frequencies, with zero phase lag (Fig. 11b); mode 2 is likewise broadly coherent with the PDO, 363 

but with an increasingly negative phase shift (PDO leads mode 2) at higher frequencies (Fig. 364 

11c).  365 

 366 
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A simple lagged correlation analysis indicates that the time series for mode 2 is indeed 367 

significantly correlated with the time series for mode 1, when a time lag of 2-5 months is applied 368 

(r>.3, which has p<.01 if at least 100 degrees of freedom are assumed for these unfiltered 369 

monthly time series and p<.1 if we use only 30 degrees of freedom as in the yearly comparisons) 370 

(Fig. 12). Note how the two time series are completely uncorrelated at zero lag, as a consequence 371 

of EOF orthonormality.  372 

 373 

Further inspection of these time series reveals that most of the variability in mode 1 is explained 374 

in the winter rather than the summer (Fig. 13). For mode 1, variance explained is 3x higher in the 375 

winter than the summer. For mode 2, variance explained is slightly higher in spring-summer-fall 376 

than in the winter. Together with the observed time lag between modes 1 and 2, this suggests that 377 

the combination of the modes primarily represents a sequence of events which begin in the 378 

winter and continue through the spring – for example, a warmer, wetter, windier winter, with 379 

enhanced coastal SSH, followed by a warm spring with stronger shelf-break eddies. 380 

 381 

3.4. Multivariate EOFS on subdomains of the GOA 382 

When multivariate EOF analysis is performed on the eastern and western GOA separately, the 383 

patterns which emerge are similar to those produced by the full GOA analysis. The mode 2 384 

pattern for the eastern GOA is in fact very much like the mode 1 pattern for the full GOA (Figs. 385 

14-15), as is the mode 1 pattern for the western GOA (Figs. 16-17). Similar to the findings for 386 

the full GOA (Fig. 12), we find mode 1 lags mode 2 by 2-5 months in the eastern GOA, and 387 

mode 2 lags mode 1 by 2-5 months in the western GOA (not shown). Certain aspects of the time-388 

leading spatial pattern are enhanced in each case. In the eastern GOA, the elevated coastal SSH 389 
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(14a) and deeper SBLD (14d) have strong signals and show a similar spatial pattern to each 390 

other, in association with broadly enhanced SST (14b) and northwestward winds (15b). The 391 

eastern GOA mode 2 time series exhibits a correlation of 0.76, 0.54 and 0.04 with the PDO, MEI 392 

and NPGO, respectively (15c). Similarly, the western GOA mode 1 pattern strongly mimics the 393 

full GOA mode 1 pattern, in particular with shallower SBLD in the eastern half and deeper 394 

SBLD in the west (16d). In this case the time series exhibits a correlation of 0.66, 0.47 and 0.02 395 

with the PDO, MEI and NPGO, respectively (17c). A summary of the variance explained by 396 

multivariate modes, along with the r-values for each of the climate indices, is presented in Table  397 

3. 398 

 399 

3.5 Formation and spinoff of shelf-break eddies 400 

A full interpretation of the multivariate results assumes that the model properly forms and 401 

evolves shelf-break eddies. Here we compare model features with altimeter data as a check on 402 

performance. Both model and data exhibit approximately the same number of 200-km eddy 403 

features during the eddy-rich period of April 15 1998 (Fig. 18 a,b), but the model produces these 404 

in slightly different locations and at smaller amplitude than the data. A comparison of EKE time 405 

series (Fig. 18c) demonstrates a strong correspondence during the major El Nino event of 1997-406 

1998, as well as the weaker events of 94-95 and 02-03, with moderate correlation (similar pattern 407 

but smaller amplitude) between those periods (r ~ 0.6 for the total series). In conjunction with the 408 

model-data comparisons of Danielson et al. (2012) and Hermann et al. (2013, 2015), these results 409 

serve to demonstrate how the model, driven by observed (reanalyzed) CORE atmospheric fields, 410 

captures much of the interannual variation of both mean currents and eddy statistics (e.g. the size 411 

and number of shelf-break eddies formed in a given year). The failure of the model to replicate 412 
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the finer-scale details of the eddies derives from the chaotic nature of eddy dynamics, and the 413 

lack of any mesoscale oceanic data assimilation in this particular simulation.  414 

 415 

Our primary multivariate modes, lagged by 2-5 months as shown in Fig. 12, appear to contain 416 

this eddy formation/detachment dynamic. The EOF spatial patterns for SSH in both eastern and 417 

western regions entail higher SSH onshore under the time-leading mode (specifically, mode 2 for 418 

the  eastern GOA [12d] and mode 1 for the  western GOA [12f]), and higher SSH beyond the 419 

shelf break under the  time-following mode (mode 1 for the  eastern GOA [12e] and mode 2 for 420 

the  western GOA [12g]). The time-following modes (12e,g) include mesoscale patterns 421 

suggestive of the shelf-break eddies and their typical formation regions (Ladd et al. 2007). 422 

 423 

4. Discussion 424 

4.1 What do these modes suggest? 425 

Clearly there is strong association with the PDO/MEI in these leading modes of variability of our 426 

model output. Together these modes suggest the following wintertime events during periods of 427 

positive PDO/MEI: 1) anomalously warm, wet and windy conditions, with elevated coastal SSH, 428 

followed 2-5 months later by 2) reduced cloud cover, with emerging shelf-break eddies. Similar 429 

modes are found when the EOF calculation is performed separately on the eastern and western 430 

GOA. In general, modal amplitudes appear stronger in the western GOA. Both of the modes 431 

include deeper MLD and reduced SSS during their positive phase; these particular signals are 432 

strongest in the eastern GOA. 433 

 434 
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These model-based analyses are broadly consistent with the conclusions of Janout et al (2010, 435 

2013), which underscored the importance of wintertime cooling to subsequent temperatures in 436 

the GOA. Based on these general features we propose the following chain of events during 437 

positive PDO/ENSO events: 438 

 439 

Mode 1: Enhanced northwestward winds increase the wind speed in the east but depress total 440 

wind speed in the west, where the mean winds are southeastward. This leads to greater SSH 441 

along the coast, and alternately deeper/shallower mixed layer in the eastern/western GOA. 442 

Atmospheric conditions broadly raise the SST. The increased winds do not substantially alter the 443 

currents at 40m depth; possibly this is due to the spatial pattern of the perturbation, as it has 444 

smallest amplitude along the coast of the eastern GOA and hence reduced ability to generate 445 

Coastal Trapped Waves there. Reduced net longwave heat loss in the west, along with the 446 

reduced latent heat loss, may be a function of the wetter conditions there during MEI/PDO 447 

events (as increased atmospheric moisture results in more longwave irradiance to the ocean 448 

surface).  449 

 450 

Mode 2 (following 2-5 months after mode 1): Winds drop back to their average levels. Enhanced 451 

shortwave irradiance (reduced cloud cover) heats the ocean surface to such a degree that sensible 452 

heat loss is increased. The sunnier (and presumably dryer) conditions also lead to enhanced 453 

latent heat loss. The enhanced coastal SSH during Mode 1 spins off as large shelf-break eddies, 454 

particularly in the eastern GOA; this is consistent with the conclusions of Combes et al. (2009) 455 

and Hermann et al. (2009). In addition, while not resolved by this model, Ladd and Cheng (this 456 

issue) noted a correlation between ENSO and gap wind frequency in the eastern GOA.  Since 457 
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gap winds events can result in eddies, that may be an additional mechanism by which ENSO is 458 

connected with eddy formation.   459 

 460 

Given the strong correlations observed with the PDO/MEI, we have not identified truly 461 

independent dynamics local to the GOA in these first two modes. The GOA is a small portion of 462 

the North Pacific and hence unlikely to feed back significantly on the atmosphere at these scales; 463 

it is more “driven” than “driver” in this sense. It remains possible that locally-governed modes of 464 

variability are lurking in some of the higher modes from our analysis, but they apparently explain 465 

little of the total variance for our chosen variables. We must emphasize that: 1) these results are 466 

dependent on the spatial scales of the analysis (which exclude regional scale processes such as 467 

gap winds); and 2) by construction, EOF analysis will typically render large scale patterns, as 468 

they tend to explain more of the total variance over any broad spatial domain than will small, 469 

regionally focused patterns.   470 

 471 

Although the present analysis only goes through 2005, the strong correlation of the modes with 472 

the PDO/MEI suggests multivariate behavior in the 2011 and 2013 field years of the GOAIERP 473 

program. During 2011-2013, the PDO was in a largely negative phase 474 

(http://jisao.washington.edu/pdo/), while the MEI was negative during 2011, and fluctuated 475 

between positive and negative values during 2013 (http://www.esrl.noaa.gov/psd/enso/mei/). 476 

According to our analysis, this suggests the co-occurrence of a drier than normal winter with 477 

reduced northwestward wind stress, cooler than normal SST, and lower than normal coastal SSH 478 

during 2011, with more average conditions during 2013. 479 

 480 
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4.2 Variance explained by univariate vs. multivariate modes 481 

The univariate EOF modes each explain more of the total variance in that variable (typically > 482 

50% for the first mode), than any of the multivariate modes can explain for the collected 483 

variables (16% for the first mode). This is a fully expected result – for one thing, not all of the 484 

variables will necessarily be covariant in time with the others in a multivariate analysis. In the 485 

extreme case, consider 12 different variables on the same spatial grid, each fully captured by a 486 

single mode in univariate EOF analysis. If the time amplitudes of these single modes were all 487 

mutually orthogonal, a multivariate EOF analysis would not be able to link them together. 488 

Indeed, in the multivariate analysis they might appear as a collection of 12 different modes, each 489 

explaining only ~8.5% of the total variance, but each explaining 100% of the variance of a single 490 

variable. 491 

 492 

4.3 Relationship to the NPGO 493 

With one exception (first multivariate mode for the eastern GOA) we found no strong correlation 494 

between the NPGO and any of our model-derived modes, either univariate or multivariate, at 495 

either monthly or yearly timescales. A weak correlation (r=0.27) does exist between the first 496 

univariate mode for northward wind stress and the NPGO (Fig. 4), but the equivalent correlation 497 

for all other variables was even lower. To some degree this may reflect slower dynamics at work 498 

in the NPGO relative to MEI and PDO, as it is based on SSH and may be influenced by 499 

processes with appreciable time lag such as westward-propagating Rossby waves originating at 500 

the eastern boundary. Indeed, it is readily apparent from the figures that the NPGO has a redder 501 

spectrum (predominance of lower frequencies) relative the MEI, PDO, or the modal time series 502 

themselves. Further, the spatial map of the NPGO itself (DiLorezo et al., 2008) projects less 503 
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strongly onto the coastal GOA than it does onto other regions of the Northeast Pacific. Capotondi 504 

et al. (2009) have noted a much stronger correlation of the NPGO with subsurface features such 505 

as pycnocline depth to the southeast of our domain, however. 506 

 507 

4.4 Other possible climate indices 508 

For comparison with climate indices, we included only the PDO, MEI and NPGO. There are of 509 

course many other standard climate indices we could explore. In particular the strength and 510 

location of the Aleutian Low has been noted as a major determinant of GOA conditions. 511 

Typically, positive ENSO and PDO events are associated with an intensification of the Aleutian 512 

Low (Weingartner, 2007). A visual inspection of the North Pacific index of Trenberth and 513 

Hurrell (1994) (https://climatedataguide.ucar.edu/climate-data/north-pacific-np-index-trenberth-514 

and-hurrell-monthly-and-winter) suggests a weaker correlation with our modal time series than 515 

either the PDO or MEI; however, further inspection of such additional climate time series may 516 

reveal other informative correlations with aggregate GOA behavior.  517 

 518 

4.5 Connection to subsurface velocity 519 

The weak loading of either 40 m velocity component on any of the multivariate modes was 520 

surprising; we might have expected a stronger covariance to emerge, given the strong loading of 521 

wind stress. A stronger covariance would doubtless emerge if we were to use velocities at the 522 

surface, rather than at depth. It is also possible that a lagged multivariate covariance exists 523 

between 40 m velocity and the other variables. The first univariate mode for velocity clearly 524 

reflects changes in the strength of the Aleutian Stream (see Fig. 3), even though it accounts for 525 

only ~8% of the total variance over the total domain, and the east-west velocity is significantly 526 
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correlated with the PDO (r=-0.32, p<0.10). The Alaskan Stream is sometimes described as 527 

having relatively low variability; because it is a western boundary current along much of its path, 528 

and because it is offshore, it does not respond as quickly to local winds as does the ACC (which 529 

is both weaker in nature and only marginally resolved in our 10 km model, hence contributing 530 

less than the Alaskan Stream to the total variance). While it exhibits no strong pattern of flow at 531 

40m, the SSH anomaly of multivariate mode 1 does suggest enhanced overall circulation around 532 

the subarctic gyre, as it strengthens the mean condition of higher SSH along the coast relative to 533 

the basin (Fig. 2). This signal may well be related to changes in wind stress curl, and merits 534 

further analysis. 535 

 536 

4.6 Limitations and possible improvements 537 

The analysis technique used here is of course only one among many possible. A different choice 538 

of variables and spatial domain (e.g. one focused exclusively on the continental shelf) would 539 

emphasize different features of the regional dynamics, and a finer-resolution model would better 540 

resolve the ACC, which is only marginally captured here. The CORE winds used do not include 541 

fine-scale orographic effects such as gap winds (Ladd et al. this issue) or other coastal 542 

atmospheric phenomena (Stabeno et al., 2004; Winstead et al. 2006), but previous sensitivity 543 

studies have suggested these are not essential to capture the ACC in the northern GOA (Dobbins 544 

et al. 2009).  545 

 546 

The use of an ocean model driven by an atmospheric reanalysis may tend to overemphasize 547 

certain heat fluxes, as the imposed atmosphere cannot come into local balance with the evolving 548 

regional ocean dynamics – that is, while the true atmosphere felt and responded to the evolution 549 
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of the true ocean, our imposed atmospheric forcing never feels and responds to the (possibly 550 

different) evolution of our modeled ocean. In our case, this lack of two-way feedback may tend 551 

to overemphasize the flux of sensible heat from the ocean to the atmosphere during some 552 

periods. Note, however, that the CORE reanalysis used to drive our regional model includes all 553 

the true feedbacks between the (coarsely-resolved) global ocean and the atmosphere, as it is 554 

derived from true oceanic and atmospheric data. Hence, provided that our regional model 555 

reproduces the observed coarse-scale SST and currents, the only feedbacks we are truly missing 556 

here are those between the fine-scale oceanic features resolved by the model and the overlying 557 

(and here coarsely resolved) atmosphere. These are of much smaller consequence than the large-558 

scale feedbacks, especially during periods of strong winds, since there is very little time for 559 

interaction between a swiftly advecting air mass and any small patch of the ocean.  560 

 561 

Possibly the most significant element missing from our analysis thus far is the interannual 562 

variation of runoff forcing to the coastal GOA; while changes in precipitation are included in the 563 

CORE forcing, the coastal runoff applied to the NEP-5 simulation was climatological. The MEI 564 

and coastal runoff anomalies are in fact correlated during some (but not all) periods: i.e. 565 

more/less runoff in El Nino/La Nina years. A fine-scale (3 km) resolution biophysical model of 566 

the coastal GOA developed under the GOAIERP program includes these variations, and 567 

multivariate analysis of that output will be reported separately. The lack of spatial detail in our 568 

runoff forcing is also problematic, and underestimates the impact of runoff in areas such as 569 

Prince William Sound.  Anticipated fine-scale biophysical simulations will include more finely 570 

resolved products (e.g. Hill et al. 2015). 571 

 572 



 26 

5. Summary and conclusions 573 

A multivariate EOF analysis of output from a physical model of the Gulf of Alaska reveals two 574 

modes, both substantially correlated with PDO/MEI indices, which together account for ~30% of 575 

the total variance of the perturbation time series. As expected, the leading modes here do not in 576 

general explain as much variance as a corresponding univariate EOF analysis; however, unlike 577 

simple univariate analysis they serve as a summary of covariant spatial behavior in the GOA, and 578 

suggest a sequence of events correlated across different sets of variables. In particular, these two 579 

modes suggest the following events during periods of positive PDO/MEI: 1) anomalously warm, 580 

wet and windy conditions during winter, with elevated coastal SSH, followed 2-5 months later 581 

by 2) reduced cloud cover, with emerging shelf-break eddies. Similar modes are found when the 582 

EOF calculation is performed separately on the eastern and western GOA. In general, modal 583 

amplitudes appear stronger in the western GOA. Ultimately this type of analysis aids the 584 

interpretation of biological variability of the GOA, as the ecosystem experiences these coupled 585 

physical phenomena. 586 

 587 
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Table 1. Variables used in the statistical analysis. 598 

Category Variable name Description Units 
Ocean Scalars    
 SSH sea surface height m 
 SST Sea surface temperature oC 
 SSS Sea surface salinity psu 
 SBLD Mixed layer depth m 
Heat Flux    
 LATEN Latent heat flux W m-2 
 SENSI Sensible heat flux W m-2 
 LW Net longwave heat flux W m-2 
 SW Shortwave heat flux W m-2 
Wind Stress    
 USTRESS Eastward wind stress N m-2 
 VSTRESS Northward wind stress N m-2 
Ocean Velocity    
 U Eastward 40 m velocity m s-1 
 V Northward 40 m velocity m s-1 
 599 

  600 
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Table 2. Statistics of the first univariate mode for each of the variables in Table 1. Percent 601 
variance explained by the first univariate mode, and the r-value for correlation of the 602 
corresponding time series with climate indices. 603 
   r value   
Variable Percent variance 

explained 
MEI PDO NPGO 

SSH 39.5 +0.27 +0.44 -0.04 
SST 66.8 +0.61 +0.78 -0.25 
SSS 44.9 +0.46 +0.66 +0.04 
SBLD 32.3 +0.24 +0.35 +0.08 
LATEN 63.3 +0.19 +0.20 -0.06 
SENSI 65.1 +0.43 +0.55 -0.18 
LW 70.3 +0.35 +0.53 +0.13 
SW 55.5 +0.21 +0.27 -0.19 
U 8.7*  -0.22 -0.32 +0.28 
V  +0.18 -0.03 -0.12 
USTRESS  74.4*  +0.46 +0.71 -0.09 
VSTRESS  +0.32 +0.34 +0.27 
* average percent explained for u- and v-components 604 
  605 
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Table 3. Statistics of the first two multivariate modes for the full GOA, the eastern GOA, and the western 606 
GOA. Percent variance explained by the mode, and the r-value for correlation of the corresponding time 607 
series with climate indices 608 
   r-value  
Region and Mode Percent variance 

explained 
MEI PDO NPGO 

Full GOA 1 16.7 +0.48 +0.70 +0.07 
Full GOA 2 12.4 +0.53 +0.70 -0.17 
East GOA 1 14.7 +0.37 +0.39 -0.41 
East GOA 2 13.9 +0.54 +0.76 +0.04 
West GOA 1 20.1 +0.47 +0.66 +0.02 
West GOA 2 13.4 +0.47 +0.65 -0.13 
  609 
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List of Figures 752 
 753 
Figure 1. ROMS-NEP numerical model domain with bathymetry (shaded, m). Full Gulf of 754 
Alaska domain used for statistical analysis is shown by black line. The red line denotes separator 755 
(at 145W) between east and west subsections used for analysis. Blue line indicates location of 756 
hydrographic line P. Green box indicates the domain of the EKE analysis (56.5-58N, 139-757 
136W). Figure modified from Danielson et al. (2011).  758 
 759 
Figure 2. Annual average spatial fields from the model. a) SSH = sea surface height (m); b) SST 760 
= sea surface temperature (deg C); c) SSS = sea surface salinity (psu); d) SBLD = mixed layer 761 
depth (negative z indicates m below the sea surface); e) LATEN, f) SENSI, g) LW, h) SW = 762 
latent, sensible, net longwave and net shortwave heat flux (W m-2, positive denotes flux into the 763 
ocean);). Copper River outflow is at 60.5N, 145W.  764 
 765 
Figure 3. Annual average spatial fields from the model. a) uv = velocity at 40m depth (shading 766 
denotes speed in m s-1); b) uvstress = surface wind stress in N m-2 (shading denotes stress 767 
vector magnitude. 768 
 769 
Figure 4. First spatial modes from univariate EOF analyses based on perturbations from monthly 770 
climatology. Variables and units are as in Figure 2. Percent of total variance explained by the 771 
first mode for each variable is shown (pcvar). 772 
 773 
Figure 5. Low-passed (12-month running mean) time series for each of the first mode univariate 774 
EOFs shown in Figure 4 (black lines). Also plotted are low-passed MEI (red lines), PDO (green 775 
lines) and NPGO (light blue lines) time series.   776 
 777 
Figure 6. First spatial modes from univariate EOF analyses based on perturbations from monthly 778 
climatology:  a) uv = velocity at 40m depth (shading denotes speed in m s-1); b) uvstress = 779 
surface wind stress in N m-2 (shading denotes stress vector magnitude). Low-passed (12-month 780 
running mean) time series for the first mode of: c) u and v at 40m; d) surface wind stress. For c) 781 
and d), solid line is u-component and dashed line is v-component. Also plotted are low-passed 782 
MEI (red lines), PDO (green lines) and NPGO (light blue lines) time series.   783 
 784 
 785 
Figure 7. First mode spatial patterns from the multivariate EOF analysis of the Gulf of Alaska. 786 
Variable definitions and units are as in Figure 2. Color palettes are chosen to span +/- 0.5 of the 787 
standard deviation of the original variable. 788 
 789 
Figure 8. First mode spatial patterns for the multivariate EOF analysis; results for a) velocity at 790 
40m depth and b) surface wind stress. Variable units as in Figure 6. c) Low-pass filtered (12-791 
month running mean) time amplitude of the multivariate mode (black line) as compared with the 792 
MEI (red line), PDO (green line), and NPGO (light blue line) climate indices. Color palettes are 793 
chosen to span +/- 0.5 of the standard deviation of the original variable. 794 
 795 
Figure 9. As in Fig. 7, for the second multivariate mode from the EOF analysis of the Gulf of 796 
Alaska. 797 
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 798 
Figure 10. As in Fig. 8, for the second multivariate mode from the EOF analysis of the Gulf of 799 
Alaska. 800 
 801 
Figure 11. Raw monthly time series with frequency spectra, coherence and phase lag for: a) full 802 
GOA mode 1 (black) vs. mode 2 (red);  b) full GOA mode 1 (black)  vs. PDO (red); c) full GOA 803 
mode 2 (black) vs. PDO (red). Red, green, blue lines indicate 90%, 95%, 99% confidence levels, 804 
respectively, for coherence significantly different than zero.  805 
 806 
Figure 12. Correlation (r-value) between multivariate modes 1 and 2 as a function of time lag 807 
(months). Positive lag indicates mode 2 is lagged relative to mode 1. 808 
 809 
Figure 13. RMS amplitude of the multivariate EOF time series for the Gulf of Alaska as a 810 
function of month. Shown are results for mode 1 (solid line), mode 2 (dashed line). 811 
 812 
Figure 14. As in Fig. 7, for the second multivariate mode from the EOF analysis of the eastern 813 
Gulf of Alaska. 814 
 815 
Figure 15. As in Fig. 8, for the second multivariate mode from the EOF analysis of the eastern 816 
Gulf of Alaska. 817 
 818 
Figure 16. As in Fig. 7, for the first multivariate mode from the EOF analysis of the western Gulf 819 
of Alaska. 820 
 821 
Figure 17. As in Fig. 8, for the first multivariate mode from the EOF analysis of the western Gulf 822 
of Alaska. 823 
 824 
Figure 18. EKE analyses and correspondence to EOF results. a) SSH anomaly relative to long-825 
term mean from model output on April 15, 1998. b) SSH anomaly from altimeter data on this 826 
date. Black outlines indicate the area used for EKE comparison. c) EKE time series for data 827 
(black line) vs. model (red line). Also shown are multivariate EOF modes for SSH in the eastern 828 
and western GOA. These illustrate evolution from: d) higher coastal SSH in the eastern GOA 829 
(mode 2), followed  by e) offshore SSH with mesoscale pattern (mode 1);  f) higher coastal SSH 830 
in the western GOA (mode 1), followed by f) offshore SSH with mesoscale pattern in the 831 
western GOA (mode 2). A lagged correlation of these phenomena is similar to that for the entire 832 
GOA, illustrated in Figure 12. 833 
 834 
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